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Illumination-Aware Image Fusion

ARTICLE INFO ABSTRACT

Keywords: This study proposes a novel illumination-aware image fusion technique and a Convolutional
Human detection Neural Network (CNN) called BlendNet to significantly enhance the robustness and real-time
UAV performance of small human objects detection from Unmanned Aerial Vehicles (UAVs) in harsh
Deep machine learning and adverse operation environments. The proposed solution is particular useful for mission-
Image fusion critical public safety applications such as search and rescue operations in rural areas. The
Image registration operation environments of such missions are featured with poor illumination condition and

complex background such as dense vegetation and undergrowth in diverse weather conditions,
and the missions have to address the challenges of detecting humans from UAVs at high altitudes,
with a moving platform and from various viewing angles. To overcome these challenges, the
proposed solution register and fuse the images using Enhanced Correlation Coefficient (ECC)
and arithmetic image addition with customized weights techniques. The result of this fusion is
fuelled with our new BlendNet Al model achieving 95.01 % of accuracy with 42.2 Frames Per
Second (FPS) on Titan X GPU with input size of 608 pixels. The effectiveness of the proposed
fusion method has been evaluated and compared with other methods using the KAIST public
dataset. The experimental results show competitive performance of BlendNet in terms of both
visual quality as well as quantitative assessment of high detection accuracy at high speed.

1. Introduction

Advanced human detection is highly demanded in many mission-critical application fields such as search and rescue
missions (Martinez-Alpiste et al., 2020b, 2021), surveillance and intruder detection systems, autonomous driving and
so on. When coupled with Unmanned Aerial Vehicles (UAVs), developing a robust human detector becomes even
more challenging specially to achieve high-accuracy and high-speed detection from UAVs that fly at far distances for
efficient operations (Yu et al., 2020). Furthermore, such applications require high robustness in diverse and adverse
operation environments, such as unstable ambient illumination conditions, high altitudes and diversity in backgrounds,
viewing angles, human poses and clothing (Rudol and Doherty, 2008).

From the different sensors that UAVs implement, the most commonly used are thermal and optical cameras. Most
of the existing human detectors use optical images with good lighting conditions, and thus they do not perform well
with images captured under low visibility conditions, in bad weather or at night (Guan et al., 2019). Moreover, solely
relying on the optical imagery leads to performance issues in low contrast scenarios such as bright clothing detection.
In addition, human detection is not feasible for lands covered intensely with undergrowth, forest or dense foliage with
the existing solutions. Therefore, using only optical imagery is insufficient for all-weather and around-the-clock human
detection with the aforementioned adverse conditions (Liu et al., 2016a).

Yet thermal imagery can improve the accuracy of the human detection in around-the-clock applications. The
atmospheric conditions will not effect the thermal imaging and the hidden heat source targets can be distinguished
using these images. Moreover, the human can be differentiated from hard negative samples such as trees, poles and
telephone booth using thermal imagery (Pei et al., 2020). However, although more robust in these conditions, thermal
cameras have their own weaknesses in situations of lower resolution of imagery and when the temperature signature
of the object is similar to its surroundings (Dawdi et al., 2020). As a case in point, a hot sunny day will yield a lot of
hot areas on the entire thermal image, which in turn will hinder an effective detection.

The above analysis can conclude that fusion of both optical and thermal spectra would make the detection systems
more robust under varying lighting conditions, both day and night, in forests and dense vegetation. The aim of thermal
and optical imagery is to combine different sets of information from two images which contain abundant detailed
information of optical images and effective target areas of thermal images. Meanwhile, integration of the information
from both sources is a challenging task. Moreover, switching between the different imagery modes, optical only, thermal
only as well as fusion, should be enabled to increase the flexibility of a practical integrated solution. In a nutshell,
the environment where a UAV platform is located is usually complex and changing, which leads to a big challenge in
optimising solutions. For UAV-based applications such as search and rescue missions, the major challenge is a trade-off
between detection speed and accuracy. It requires the proposed technique to be highly accurate which is critical when
saving human lives but it also needs to be of small size and light weight. Thermal and optical image fusion is a beneficial
processing task for UAV surveillance, which can improve the visibility by combining the advantages of the thermal
and optical imaging. This will increase the detection rate where difficult conditions such as high altitude, moving
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Figure 1: Overview of methodology.

platform and viewing angles make human detection challenging. Hence, this research proposes an effective fusion
technique with flexible mode switching, with a new end-to-end real-time machine-learning-based human detection
system empowered by a novel convolutional neural network (CNN) algorithm called BlendNet. The propose solution
is able to detect people around-the-clock with high accuracy and high speed while addressing the challenges involved
in human detection from UAVs. Figure | presents a high-level overview of the proposed Illumination-Aware Image
Fusion technique for this accurate and real-time human detection system. Based on the figure, the thermal and optical
images are blended after registration and go through BlendNet to detect the small human object. The application of
the developed integrated system has been validated in real scenarios by Police Scotland in search and rescue operation
trials.
As a result, our contributions are summarised as follows:
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e Design and development of a new three-step customised fusion method for minimal fused imagery distortion by
utilising and leveraging the relationship between optical and thermal images.

e Design and development of a new CNN to create a new real-time machine learning based small human object
detection algorithm (BlendNet) considering all the challenges of human detection from UAVs.

e Training and validation of the proposed fusion method and the BlendNet algorithm based on real-world trials
undertaken by Police Scotland.

o Allowing flexible operation capabilities such as optical only, thermal only or optical-thermal fusion modes in
response to different illumination conditions.

e Both qualitative and quantitative testing evaluation empirically performed to show high-speed real-time human
detection with high accuracy, in comparison with the-state-of-the-art solutions.

2. Related Work

This section focuses on the description of the techniques used in this paper. In addition, it reviews state-of-the-art
work related to fusion techniques and human detection.

2.1. Object Detection Techniques

Several methods have been employed for the purpose of object detection in the last decade. For instance, traditional
object detection methods were used for handcraft feature extraction (Dollar et al., 2009; Surasak et al., 2018;
Felzenszwalb et al., 2010; Teutsch and Kriiger, 2012). CNN-based object detection methods have also been used. Two
major categories used for CNN-based detectors are two-stage and one-stage detectors. The common two-stage object
detectors are Fast R-CNN (Girshick, 2015), Faster R-CNN (Ren et al., 2015), and R-FCN (Dai et al., 2016). In these
techniques, the classification occurs in the second stage after the Regions Of Interest (ROIs) are extracted in the first
stage. These methods are accurate but computationally expensive. They are not suitable for constrained devices and
real-time object detection. To overcome these shortcomings, ““You Only Look Once” (YOLO) series (Redmon et al.,
2016; Redmon and Farhadi, 2017, 2018), “You Look Only Twice” (Van Etten, 2018) and “Single Shot Detector (SSD)”
(Liu et al., 2016b) are used as one-stage detectors. In these methods, the ROI and the classification are performed all
at once (Jiang and Wang, 2016). A modified YOLOV4 was developed to fulfill the requirements of the study.

2.2. Path Aggregation Network (PAN)

Most object detection techniques are mainly focused on medium-to-large sized objects. Small object detection
is significantly more challenging as the feature extraction of small objects with sometimes being just few pixels
becomes much more difficult and the features get vanished during the down-sampling process in deeper layers of
CNN. Furthermore, large datasets for small objects are scarcely available in the public domain (Krishna and Jawahar,
2017). To improve the accuracy of small object detection, additional techniques are needed. Inspired by the Feature
Pyramid Network (FPN) (Lin et al., 2017), the accuracy of small objects is improved by using the PAN architecture
(Golcarenarenji et al., 2021, 2022; Liu et al., 2018b). This is a method that improves the accuracy of small object
detection by reducing the data path between the initial layers and deeper layers. This is realised by including an extra
bottom-up path augmentation to combine features from top layers with more information, and the deeper layers with
more meaningful information as both information is needed. An extra up-sampling was added to the PAN architecture
used in the proposed architecture to keep more shallow features that are essential for successful small object detection.

2.3. Receptive Field Block (RFB)

The RBF module is a multi-branch pooling used with different kernels and applies dilated convolution layers to
improve the deep features learned to improve speed and accuracy of object detectors (Liu et al., 2018a). In the proposed
architecture the hybrid dilation rates were modified to 1,2, and 3 which resulted in a better improvement. The 5 X 5
convolution layer was also replaced by 3x3 convolutional layers to reduce parameters.
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Table 1
Comparison of fusion-based human detection solutions

Ref Algorithm Exec Platform Fusion Input Accuracy  Speed Model Altitude
size
Env. (%) (FPS) Size (MB) (m)
Dawdi et al. Canny RaspPi OpenCV  Arithmetic addition 152x 197 All victims 0.55 NG 10
(2020) Edge/ORB
Songet al. (2021) MFMFN PC NG Feature maps fu- 416x416 85 56 NG N/A
(Improved- sion
YOLOv3)
Vandersteegen YOLOv2 PC Darknet Channel Composi- 640x512 31.2* 80 NG N/A
et al. (2018) tion
Pei et al. (2020)  F-RetinaNet PC NG Early/Res/ FPN 640x768  27.60* 0.13 NG N/A
Fu et al. (2021) ASPFF PC Pytorch  Pixel-level NG 15.43* 25(CPU)/ NG N/A
35(GPU)
Cao et al. (2019) DCNN/VGGnet PC NG  TS-RPN NG 05 5%+ 45 252 N/A
Cao et al. (2021) YOLOv4 PC NG Half-way 640640 4.91/23.14* 32.3 NG N/A
Li et al. (2019) Fast RCNN PC NG Half-way 56x56 15.73* 4.8 NG N/A
Xue et al. (2021) MAF-YOLO PC NG Modal weighted 416x416 87.8 40 NG N/A
Wu et al. (2022)  Modified PC NG GAN NG 95.36 NG NG N/A
Faster RCNN
Li et al. (2021) SSD Nvidia Opencv  Thermal 640x480 92.6 36.6/205.3 NG NG
TX1/ target/texture
Zedboard feature map
TP BlendNet PC Darknet ECC 608%x608 95.01 42.2 42.6 up to 75

TP = This Paper; NG = Not Given; N/A=Not applicable; Green = information provided; Red = information missed
*—=miss rate; **=Recall

2.4. Image registration

Before Image fusion, the camera should be calibrated to provide intrinsic camera parameters and distortion
coefficients to correct image distortion (Dandrifosse et al., 2021). OpenCV library was used to calibrate the camera.
Image registration is another process to align and match two or more images from different cameras. A good optical
and thermal image fusion method should be able to keep the thermal radiation information in thermal images and
the texture detail information in optical images (Piao et al., 2019). The registration of optical and thermal images is
a vital preliminary step for image fusion, object detection and tracking, and remote sensing to eliminate the offset
between images (Yu et al., 2019; Ding et al., 2021; Dandrifosse et al., 2021). Although many studies exist for optical
and thermal image registration, studies for UAV-based platforms are still rare (Meng et al., 2021). The registration
of visible and infrared images has certain complexities due to different resolutions, field of view and spatial position
(Ding et al., 2021). An optimised Enhanced Correlation Coefficient (ECC) method (Evangelidis and Psarakis, 2008),
was designed due to being highly effective and fast for registration of heterogeneous images. ECC is a gradient-based
image registration algorithm invariant to global illumination changes (Raudonis et al., 2021; Choi et al., 2017; Lopez
et al., 2021; Hwooi and Sabri, 2017). The ECC algorithm was optimised in terms of iterations and precision factor to
fulfil the requirements of the use case.

2.5. Fusion-based Human Detection

This subsection highlights representative published results related to fusion-based human detection, in comparison
with the proposed solution in this paper. The comparative analysis is summarised in Table 1.

Cao et al. (2021) proposed a fusion architecture based on YOLOv4 for multi-spectral human detection and a
novel attention fusion method. Multispectral channel feature fusion (MCFF) was introduced to fuse the thermal and
optical streams based on illumination conditions with half-way fusion being the best fusion option. However, although
accurate, the detection is not from UAVs.

In another study, Li et al. (2019) proposed an illumination-aware faster Regions with Convolutional Neural Network
(R-CNN) for robust multi-spectral pedestrian detection taking illumination conditions into consideration. Similarly,
the detection is not from UAVs and computationally expensive for our use-case. Dawdi et al. (2020) developed an
autonomous system for victim detection using Canny edge detection template matching on UAVs. The detection was
not tested from an altitude of more than 10m and is slow for our use case. Song et al. (2021) implemented a robust
Multi-Spectral Feature Fusion Network (MSFFN) for pedestrian detection, which fully integrated the features extracted
from visible light and infrared channels using improved YOLOv3. Although accurate, the detection was not tested
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from UAVs and not fast enough for our use case. Vandersteegen et al. (2018) developed a real-time multi-spectral
pedestrian detector using single-pass CNNs. Although the accuracy is close to the performance of other state-of-
the-art multi-spectral CNNs with a log-average miss-rate of 31.2% measured on the KAIST dataset, the detection
was not tested from UAVs. Pei et al. (2020) designed a three Deep Convolutional Neural Network (DCNN) fusion
architectures were designed and the sum fusion strategy showed best performance for their detector. Their study is
adaptable to the around-the-clock applications. However, it is computationally expensive for our use case and it is not
tested for UAVs. Fu et al. (2021) introduced a light end-to-end dual-modality multi-scale human detection framework,
which can achieve real-time detection speed using an adaptive spatial pixel-level feature fusion (ASPFF) Network. In
another study, a unified framework was proposed by Cao et al. (2019) which combined the auto-annotation method
with a two-stream region proposal network (TS-RPN) detector to learn the semantic features of thermal and optical
images to achieve unsupervised learning of multi-spectral features for human detection. Both studies have not been
tested from UAVs. Xue et al. (2021) proposed a novel approach denoted as Multi-modal attention fusion based YOLO
(MAF-YOLO) for multi-modal pedestrian detection based on YOLOv3. Although this study is very accurate, it is
not fast enough for our use-case and not from UAVs. In another study, Li et al. (2021) extracted the thermal target
in an infrared image and combines it with the background of the scene. The performance was tested using the SSD-
based target detection algorithm. The results were implemented on Nvidia TX1 and the NVIDIA Jetson TX1 and the
ZedBoard (FPGA). Although very accurate, it was not mentioned from which altitudes, this accuracy was obtained
due to the dataset being private. In another study, Wu et al. (2022) used GAN and a modified fast RCNN for human
detection. Although the algorithm achieved very good detection results for information from both modalities (95.36%),
the model used is computationally expensive (modified Faster RCNN) and thus not suitable for our use case where a
trade-off between speed and accuracy is essential. To sum up, current literature does not look deeply at the challenges
of detecting humans from UAVs due to difficult conditions such as high altitude, moving platform and viewing angles.
They typically rely on computationally expensive models whereas this proposed solution in our study minimises the
computational power to make it usable for a portable, inexpensive, resource-constrained devices with capability of
24/7 human detection in woodlands. To overcome the shortcomings of the existing systems, this study is proposed to
combine thermal and optical sensors and implement a novel CNN-based model, to significantly improve the robustness
and usefulness of human objects detection in harsh and adverse operation environments, potentially at 24 hours for
life-saving scenarios. The target environments are featured with poor illumination condition and complex background
such as dense vegetation and undergrowth in diverse weather conditions. In addition, large geometrical distortions are
observed in UAV images, making the registration of optical and thermal images difficult. Our proposed three-Step
Customised Low-Distortion Image Fusion of Optical and Thermal Imagery have reduced this by optimising simple
yet highly effective, and fast method for calibration registration and fusion of heterogeneous images. To sum up, the
first main contribution is design and development of a three-Step Customised Low-Distortion Image Fusion of Optical
and Thermal Imagery. In order not to introduce overhead to our UAV-based object detection system to be suitable
for resource-constrained devices, we had to keep it as simple as possible. Hence, after many trials, the Enhanced
Correlation Coefficient (ECC) method was optimised for registration of heterogeneous images. This method has been
optimised using grid-search in terms of iterations, precision factor, and motion model to fulfil the requirements of the
use case. The images then fused using arithmetic image addition with customised weight. The weights have varied
for both optical and thermal components of the fused image. Moreover, an additional training was carried out where
the selection of the weights was not statically selected and chosen instead according to metadata named as Dynamic
Metadata-based Weight to gain the best performance. This weight variation allowed best optical-thermal fusion modes
in response to different illumination conditions. The second contribution is a design and development of a real-time
highly accurate small human object detector algorithm from UAV using infrared and visible image fusion in a real
UAV scenario considering all the challenges involved in UAV-based scenario. To fulfil this, a novel CNN-based (Tiny
YOLOv4 +modified RBF+ modified PAN) was created. The rest of the paper is organised as follows. Section 2 presents
the related work. Section 3 describes the design of the proposed solution to detect humans, followed by the experimental
setup in Section 4. Section 5 discusses the results of the proposed solution. Section 6 concludes the paper.

3. Proposed Solution

In this section, the use case overview and requirements which are high accuracy, high speed, and portability, the
proposed Image-fusion method and the design of the CNN-based model are all explained in details.
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3.1. Use case overview and Requirements

To achieve high-accuracy, high-speed, and portability which is imperative for the success of primary Search and
rescue missions used by police of Scotland and other applicable use cases such as intruder detection from UAVs in the
EU Horizon 2020 5G-PPP 5G-INDUCE project and Angel Drone in EU Horizon 2020 ARCADIAN-IoT project, speed
of FPS >24, accuracy of more than 90% (to find missing people and save lives), and resource efficiency for portability
of the solutions on constrained devices such as smartphone, and tablets (Model size< 54 MB and BFLOPS < 28) are
required (Golcarenarenji et al., 2021; Martinez-Alpiste et al., 2020c; Martinez-Alpiste et al., 2019; Martinez-Alpiste
et al., 2020a). Hence, the following steps are proposed solutions to achieve the requirements of these projects.

3.2. Proposed Three-Step Customised Low-Distortion Image Fusion of Optical and Thermal
Imagery

High-quality imagery fusion requires that two images are blended with minimal distortion, or displacements. To
accurately fuse two images, camera calibration and Image registration must be performed. To this end, a three-step
image fusion scheme is proposed as follows.

In the first step, camera calibration is carried out. This is done to avoid the introduced radial and tangential distortion
to images by the optical and thermal cameras. The images were calibrated using 30 photos taken of a 9 X 7 chessboard
(30mm squares) for each camera. The chessboard was built using a mirror and black velvet for both thermal and optical
cameras. Figure 2 shows the chessboard photos taken simultaneously with both thermal and optical cameras.

In the second step, image registration is performed. RGB imagery typically have higher resolution than thermal
imagery; therefore, it is resized to match the size of the thermal one. For performing a successful registration, three
transformation should be considered: translation, rotation and scale, for different perspective views. The translation and
rotation are supposed to fix the differences between RGB and thermal imagery and the scale searches for an appropriate
size where both images get an accurate overlapping.

The translation and rotation offset are minimised thanks to an image registration process named as ECC which is
used as a gradient-based algorithm and recommended for registration of heterogeneous images (Lopez et al., 2021).
Two main motion models were considered to be used in this method: Affine and Homography, from lower to higher
computational complexity. The model stays linear (O(n)) even with the most complex algorithm. The Affine motion
model includes translation, rotation and scale transformations and proved to give the best results with an warp matrix
of 2 x 3 instead of 3 X 3 against the Homography method. This is obtained by varying iterations and precision factor
of the ECC algorithm using the grid search. The implementation and optimisation of the ECC is done in Python.
Figure 2 shows the schematic of the proposed image registration method where the Affine motion model is applied. In
terms of the motion model for fusion, the number of iterations, and the threshold were tuned using the grid search. The
number of iterations changed between 5 and 5,000 by increments of 5. The threshold of the increment in the correlation
coefficient between two iterations was changed between 1 X 10710 and 1 x 1079 by the increments of 1 x 10719, The
best results obtained with the increment threshold of 1x 107°? and 5,000 iterations. In the third and last step, the fusion
of imaged is performed. An arithmetic image addition with customised weights was selected as the fusion technique
to keep the most important features of one image and enhance the less important feature of another image to have for
maximum control. Figure 3 illustrates the results of using image registration and customised weight fusion technique.
As can be seen on the first and the last row of the figure, the persons are not visible due to being behind the trees.
However, they can be seen on thermal images and with more details on fused images. The second row from the top
shows an image taken at night with person not being visible. However, the person is visible in the thermal image and
with more details in the fused image. In the third row from the top, the person is visible in the optical and fused images
but not in the thermal image due to the temperature signature being similar to its surroundings. To sum up, in order not
to introduce overhead to our UAV-based object detection system, we optimised the ECC method as a simple yet highly
effective, and fast method for registration of heterogeneous images. This method was optimised using grid-search in
terms of iterations, precision factor, and motion model to fulfil the requirements of the use case. The images were then
fused using arithmetic image addition with customised weight.

3.3. Proposed New CNN-Based BlendNet Algorithm for Fast and Accurate Small Object Detection

The proposed BlendNet comprises three primary components: a Backbone to create a base lightweight object
detection algorithm for small object detection, a Receptive Field Block to strengthen the lightweight features for
improved cost-efficiency of accuracy and speed, and a PAN to enhance the process of instance segmentation for higher
accuracy for small object detection.
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Figure 2: Image fusion process composed of three stages: calibration, registration and fusion.

As shown in Figure 4, firstly, the Backbone starts with a 3 X 3 convolution with the number of filter being 32 with
stride 2. The Tiny-YOLOV4 (AlexeyAB, 2020a) was used as the backbone of the proposed method. The Tiny-YOLOv
uses the CSPBlock module in cross stage partial network (Wang et al., 2020) instead of the ResBlock module in residual
network (labelled as a). The feature map in the CSPBlock module is divided into two parts and cross stage residual edge
is used to combine the two parts. This increase the correlation difference of gradient information and can enhance the
learning ability of convolution network when compared with ResBlock module. Tiny-YOLOvV4 uses three CSPblock
modules with the number of filters being 64, 128 and 256, respectively. The first module starts with the filter number
being 64 and divides into two convolutions with filters of 32 and then combined with the first convolution with filter
32. A 3% 3 convolution with filter 64 was run on the result. The result is again combined with the shortcut from the first
convolution with filter 64. The second module starts with the filter number being 128 and divides into two convolutions
with filters of 64 and then combined with a shortcut from the first convolution with filter 64. A 3 X 3 convolution with
filter 128 was run on the result. The result is again combined with the shortcut from the first convolution with filter
128. Similarly, the last module starts with the filter number being 256 and divides into two convolutions with filters of
128 and then combined with a shortcut from the convolution with filter 128. A 3 X 3 convolution with filter 256 was
run on the result. The result is again combined with the shortcut from the first convolution with filter 256.

Secondly, Receptive field block (RFB) was utilised (labelled as b) at the end of the backbone. In the first branch
from the top, a 1 X 1 convolutional layer was used to decrease the number of channels in the feature map accompanied
by one 3 X 3 convolution with dilation rate of 1. Similarly, in the second branch, a 1 X 1 convolutional layer was used
followed by two 33 convolutions. The 5x5 convolution layer in (Liu et al., 2018a) was replaced by 3 x3 convolutional
layer to reduce the parameters. The dilution rate was selected two in this branch. Lastly, the third branch comprises
one 1 X 1 convolutional layer followed by two 3 X 3 convolutions with dilation rate of 3. This selection of dilation rates
resulted in a better improvement in our study.

Finally, a modified PAN module was also added (labelled as c) in the algorithm with three up-samplings (compared
to YOLOv4) and one top-down pathway. The number of filters selected was 128, 256, 128 and 64, respectively.
The extra bottom-up path augmentation was down-sampled (4 down-sampling compared to two down-sampling in
YOLOv4) with factors of 16, 8, 4 and 2, respectively. The number of filters selected was 32. The features from the
bottom-up path were then concatenated and 1 X 1 convolution was run on the result. The YOLOv3 headers were used
to outputs the coordinates, probability and level of confidence. The feature map of three detection heads were 19 X 19,
38 x 38 and 76 x 76.

The combination and integration of Tiny-YOLOv4, RFB-module and PAN created the BlendNet. To summarise, to
develop a real-time highly accurate small human object detector algorithm from UAV using infrared and visible image
fusion in a real UAV scenario considering all the challenges involved, a modified RFB module was used to improve
the accuracy without incurring too much computational burden by increasing the receptive field of the backbone in
our approach. To increase the accuracy of small humans at high altitudes which is crucial for this use case, a modified
PAN module was implemented and added into the architecture. The PAN architecture was modified by adding an extra
up-sample (3 up-samplings) compared to that of YOLOv4 (2 up-samplings) to keep more shallow features which is
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(a) Optical (b) Thermal (c) Fusion

Figure 3: Fusion results.

essential for small object detection. The extra bottom-up path augmentation was gradually down-sampled (4 down-
samplings) compared to the 2 down-samplings in YOLOv4. Finally, to improve object detection speed, Tiny-YOLOv4
were proposed in the backbone.
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4. Experimental Setup

This section is divided into three subsections. First, the real-world trials are explained for dataset creation. Second,
the hyper-parameters used in the study are discussed. Finally, the execution environment is introduced.

4.1. Dataset Creation Based on Real-world Trials

4K live videos were recorded and still images were extracted from the collected videos for further processing. The
UAV-based experimental trials were performed by Police Scotland during the day and night in cloudy and sunny
weather conditions at various UAV altitudes from 5 to 75 meters. The Police Scotland crew (men and women)
comprised two teams, one operating the system whilst the other hiding in the wild to act as missing people. The
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Table 2

Execution Hyperparameters
Hyperparameters Values
Image size in pixel 608x608
Number of iteration 10000
Batch size 64
Initial learning rate 0.008
Solver SGDR
Momentum coefficient 0.9
Weight decay 0.001

participating people in the second team were wearing clothing in red, green, white, yellow, pink, camouflage and
chartreuse. The data were collected at different operational locations in Scotland wilderness with various background.
Different poses, figures, postures, scales, angles, orientations, sizes and altitudes were taken into account when
collecting the dataset.

A thermal camera (DJI Zenmuse XT2) was mounted on board of the UAV recording videos with the input size of
640 x 512 at 30 Frames Per Second (FPS). The optical camera recorded videos with the input size of 3840 x 2160 at 30
FPS. Totally, 10,000 image pairs (thermal and optical) with 5,232 positive and 4,768 negative images were extracted
and manually annotated to create the training dataset.

YOLO-Mark2 (AlexeyAB, 2020b) was used as the labelling tool for the dataset. To generate similar number of
positive and negative images, synthetic images were created using copy-paste strategy (Dwibedi et al., 2017) and data
augmentation techniques such as flipping, rotation, blurring, Gaussian noise (Jung et al., 2020; Perez and Wang, 2017).

4.2. Hyper-parameters

The hyper-parameters used in this study are specified in this subsection. To recalculate the anchor boxes for the
dataset, the K-means technique was used with the input size of (608 x 608 pixels) and 9 anchors boxes (AlexeyAB,
2020a). To have a true comparison of the proposed algorithm with existing state-of-the-art algorithms, the same values
of the hyper-parameters were used for all the algorithms. The number of training iterations was set to be 10,000. The
Stochastic Gradient Descent with Warm Restarts (SGDR) (Loshchilov and Hutter, 2016) was selected as the solver.
The initial learning rate and the momentum coefficient of learning policy, the weight decay and the subdivision (the
number of mini-batches in a batch) were set to be 0.008, 0.9, 0.001 and 8, respectively. Table 2 shows the summary of
all the hyper-parameters.

Mean average precision (mAP) on validation data and FPS as the speed of the algorithms were used for the
validations of the model. The best mAP validation was chosen for further comparison.

To increase the performance of the models, pre-trained weights were used for Transfer learning (Kohavi, 1995)
from COCO dataset (Lin et al., 2014).

4.3. Experimental platform

The experiments were executed on a computer with an Intel(R) Xeon(R) E5-2630 v4 at 2.20GHz with 20 cores
and 32 GB RAM, running Ubuntu 20.04 with a kernel version of 5.11.0.

An NVIDIA Titan X GPU with 12 GB RAM was used for training and validating the various convolutional neural
networks in this study.

All the algorithms were implemented and executed on Darknet (AlexeyAB, 2020a), which is an open source
framework for neural networks. It is written in C and CUDA, and enables the execution on CPUs or GPUs.

OpenCV (Bradski, 2000) is also employed for the purpose of image processing.

5. Empirical Results and Discussion

This section provides the results of applying the proposed method. First, we apply the proposed detector on optical,
thermal and fused images by varying customised weights to obtain the best customised weights to get the optimal
performance. Next, we show the accuracy, speed, model size on our dataset. An Ablation study is performed to validate
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Figure 5: Customised weights for both optical and thermal components of the fused image.

the combination of the components selected for this study. The accuracy of the proposed technique is tested using a
public dataset (KAIST). The speed is also tested in a constrained environment. Finally, the results are compared visually.

5.1. Result of proposed detector using customised weights

To validate and evaluate the efficacy of the proposed algorithm, a set of videos were collected by Police Scotland at
various sites. The proposed machine learning model was compared with different state-of-the-art models. We applied
the proposed detector on optical, thermal and fused images with customised weights. The weights were varied from
10% to 90% for both optical and thermal components of the fused image. Moreover, an additional training was carried
out where the selection of the weights was not statically selected and chosen instead according to metadata provided
by the police regarding the weather condition (sunny, hazy, cloudy) and lighting condition (day, night). This additional
mode has been named as "Dynamic Metadata-based Weights", DMW in the figure. The idea behind this was the
weather and lighting condition to be inserted manually by the user or automatically set by the application (out of scope
of this contribution). Consequently, the weights in this mode were adjusted manually according to weather and lighting
conditions provided in metadata following a set of rules. For instance, the weights associated with images taken at day
light in sunny (hot) weather were selected as 40% (thermal)-60% (optical). In low illumination conditions and cloudy
weather the associated weights were selected as 70% (thermal)-30% (optical). The low illumination condition does not
include the foggy conditions due to operational limitations of the police Scotland. The image fusion was skipped for
images taken at night in darkness and just thermal images were used in this regard.

Figure 5 shows the comparison of customised weights. As it can be seen the weights starts from 10% (thermal)-
90% (optical) to 90% (thermal)-10% (optical). As results show, the best customised weights for our study were obtained
when adjusted according to illumination conditions (DMW). Without this adjustment, the best trade-off is 70% thermal
and 30% optical which is much lower in accuracy (95% versus 87.28). The accuracy (mAP%) of other customized
weights were 80.33, 81.68, 82.27, 85.75, 83.83,83.67, 87.28, 84.84, 84.09 for 10% (thermal)-90% (optical), 20%
(thermal)-80% (optical), 30% (thermal)-70% (Optical), 40% (thermal)-60% (optical), 50% (thermal)-50% (optical),
60% (thermal)-40% (optical), 70% (thermal)-30% (optical), 80% (thermal)-20% (optical), and 90% (thermal)-10%
(optical), respectively.

5.2. Quantitative Results
Table 3 shows the comparison results of various state-of-the-art models including YOLOv4 which is the improved
version of YOLOV3 (Bochkovskiy et al., 2020) against the BlendNet approach (our approach).
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Table 3
Accuracy, speed, Model size and BPLOPS of different models with input size 608 trained with the police Scotland dataset.
Index Model Accuracy Speed Model size BFLOPS Parameter
(mAP%) (FPS) (MB) (M)
1 Standard Tiny-YOLOv4 86.06 59.61 23.5 14.498 6
2 Standard YOLOv3 97.03 15.3 246.3 139.496 62
3 Standard Tiny-YOLOv4(3l) 92.58 57.39 245 17.127 6
4 Standard YOLOv4 98.57 17.5 256 127.232 64
5 Our approach 95.01 422 42.6 21.823 11

5.3. Accuracy and Speed Comparison

According to the results in Table 3, Figure 6, and Figure 7, the high accuracy of 98.57% and 97.03% was obtained by
Standard YOLOv4 and Standard YOLOV3, respectively, but with 17.5 and 15.3 FPS on Titan X GPU with input size of
608, which makes them unsuitable for our mission-critical real-time use case. Consequently, a simplified, light version
of YOLOV4, the standard Tiny-YOLOv4 (Bochkovskiy et al., 2020), was also trained and compared with the proposed
BlendNet approach. It achieved an accuracy of 86.06% with 59.6 FPS on Titan X GPU with input size 608. However,
it reduces the accuracy of humans at higher altitudes due to using only two output layers instead of three output layers
in standard YOLOv4. Hence, an extra output layer has been added to the standard Tiny-YOLOv4 (Bochkovskiy et al.,
2020). Tiny-YOLOv4 with 3 layers (31) achieved an accuracy of 92.58% with 57.4 FPS. Our approach achieves an
accuracy of 95.01% and 42.2 FPS on Titan X GPU. Considering the trade-off between speed and accuracy, BlendNet
has high accuracy on small human detection at high altitudes while being fast, which is imperative for our use case to
find missing people in the wild.

5.4. Model size and Complexity

Table 3 shows three metrics the model size, the Billion Floating-Point Operations (BFLOPS) and the model
complexity which is the number of learnable parameters reported in Million (M) (Bianco et al., 2018). According
to the results, the least complex model is standard Tiny-YOLOv4 with 23.5 MB and 14.5 BFLOPS and 5874116 as
the number of learning parameters, respectively. The standard Tiny-YOLOv4 (31) has a model size and BFLOPS of
24.5 MB and 17.1 BFLOPS and 6,114,390 number of parameters respectively. The standard YOLOv4 has a model
size of 256, 127 BFLOPS and 64363101 parameters, which is not light enough for our use case. Similarly standard
YOLOV3 has the model size of 246 MB, 139.5 BFLOPS and 61523734 learnable parameters, which is not suitable for
our use case either. The model size of BlendNet is 43 MB with 22 BFLOPS. The number of learning parameters is
also 10630102. Our approach is highly accurate whilst still fulfilling the requirements of complexity that the use case
needs to achieve an optimised trade-off between detection accuracy and speed.

5.5. Ablation Experiment

To further prove the effectiveness of the proposed BlendNet, ablation experiments were performed. In ablation
experiment 1, the accuracy result of Blendnet is presented removing the PAN architecture (YOLOv4(Tiny) +RBF). In
the second experiment, RBF module was removed from the architecture (YOLOv4(Tiny) +PAN). The results in Table
4 show that BlendNet (combination of all modules) outperforms all the other alternative solutions.

5.6. Results with Public Dataset and Resource-Constrained Device

To further evaluate our method for human detection, the challenging public datasets KAIST has been selected and
compared with the prevalent state-of-the-art algorithms. The KAIST dataset contains 96,312 aligned color-thermal
images with total of 103,128 dense annotations and 1,182 unique pedestrians (Hwang et al., 2015). The size of each
image is 640x512 pixels. The algorithm was trained on the train set of KAIST (set00-set05). The results were compared
with BlendNet.

According to Table 5, standard YOLOv3 and YOLOV4 trained with the KAIST dataset obtained the average
accuracy of 66.5 and 79.4 at a speed of 36 and 42 FPS, respectively on a Geforce GTX 2080ti GPU device (Xue et al.,
2021). As apparent from the results, YOLOv3 and YOLOv4 introduce high power consumption and computational
overhead and are slow for our use case. The M2Det model (Zhao et al., 2019) achieved 72.8% of accuracy with input
size of 512 with speed of 13 FPS, which is less than that of the proposed BlendNet with the input size of 416 and not
unsuitable for our use-case. The RefineDet (Duan et al., 2019) achieved 79.6%, which is slightly higher than that of our
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Table 4

The Ablation Experiment
Model Average
Standard Tiny-YOLOv4 92.58

YOLOvV4(Tiny) + Modified RBF (PAN removed) 92.74
YOLOv4(Tiny) +Modified PAN (RBF removed)  93.47

BlendNet(YOLOv4(Tiny) +PAN +RBF) 95.01
Table 5
Accuracy and speed of different models with Kaist dataset
Model Input size  Accuracy Speed GPU
(mAP%) (FPS)
PftNet (Wei et al., 2020) 416 x 416 65.4 32 Geforce GTX 2080ti
MAF-YOLO (Xue et al., 2021) 416 x 416  87.8 40 Geforce GTX 2080ti
RefineDet (Zhang et al., 2018) 512 x 512 79.6 10 Geforce GTX 2080ti
M2det (Zhao et al., 2019) 512 x 512 728 13 Geforce GTX 2080ti
Standard YOLOV3 416 x 416  66.5 36 Geforce GTX 2080ti
YOLOv4 416 x 416 79.4 42 Geforce GTX 2080ti
Optimised Tiny YOLOV4 (Roszyk et al., 2022) 416 x 416  55.7 410 Nvidia RTX 3080
MFCG (Hua et al., 2022) 640 x512  77.16 NG Geforce GTX 2080ti
BlendNet 416 x 416 78.48 105 TITAN X
Table 6

The speed on constrained environ-
ment (Jetson)

Model Speed
Standard Tiny-YOLOv4 31
Standard YOLOv3 5.9
Standard Tiny-YOLOv4(3l) 28
Standard YOLOv4 6.3
BlendNet 24

approach but with the input size of 512 with speed of 10 FPS and thus not suitable for our use case. PftNet (Wei et al.,
2020) achieved 65.4% of accuracy with 32 FPS, which is slower and less accurate than that of BlendNet. MAF-YOLO
(Xue etal., 2021) achieved higher accuracy of 87.8% but with the FPS of 40, which is slower than BlendNet. In (Roszyk
etal.,2022), YOLOvV4 and the tiny middle fusion approach to YOLOv4 were used in multi-spectral pedestrian detection.
The Tiny version achieved 55.7%, which is less than ours (78.48), although a very high speed 410 was achieved due to
optimisation using Tensorflow RT. In (Hua et al., 2022), the accuracy of 77.16 was achieved with input size 640X 512,
which is higher than 416; the speed was not mentioned in that study. BlendNet achieved the accuracy of 78.48% with
105 FPS on TITAN X GPU device. The results demonstrate that the proposed model can achieve the best accuracy
and speed trade-off that was imperative for the success of the real-world use case.

The results in Table 6 show the speed of different models on a resource-constrained small-sized device (in this
case a NVIDIA Jetson Xavier). As can be seen from the table, Standard YOLOv3 and standard YOLOv4 are not fast
enough with input size 608 for our use case on this device. Tiny-YOLOvV4 is the fastest among all but not accurate
enough for our use case. Considering the trade-off between speed-accuracy, BlendNet can fulfill the requirements of
both accuracy and speed for the use case.

5.7. Qualitative Results

To visually compare the detection results over the different operation modes (Optical only, Thermal only and
Fusion), detection was conducted using a set of typical scenes. To this end, new testing videos (not used for training)
were taken by Police Scotland in different real-world scenarios, including an open fields and cluttered natural
environments with dense vegetation. As seen in Figures 8(a), 8(d), positive detection was missed in the Optical mode

Gelayol Golcarenarenji et al.: Preprint submitted to Elsevier Page 14 of 19



Illumination-Aware Image Fusion

100 |-
98.57
97;03
95.01
95 - —
o 92.58
& g
1S
90 -
86.06
85 ﬂ
T T T T T
1 2 3 4 5
Models

Figure 6: Comparison of mAP of different models with input size 608. See the models’ indices in Table 3.
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Figure 7: Comparison of speed of different models with input size 608. See models’ indices in Table 3.

due to the human object wearing low-visibility clothing (camouflage in Figure 8(a) and chartreuse in (Figure 8(d)).
In contrast, the human objects were successfully detected in both thermal and fused images (Figures 8(b), 8(c), 8(e),
and 8(f)), although the the proposed Fusion mode achieved significantly higher confidence in detection, e.g., 61%
(Fusion) vs. 35% (Thermal) and 47% (Fusion) vs. 30% (Thermal) in Figure 8(f) vs. Figure 8(e). In the dense vegetation
scene (Figure 8(g)), positive detection was missed in the optical mode due to the human object being under trees. In
the Thermal mode (Figure 8(h)), the human object on the left was not detected. However, both human objects were
detected in the Fusion mode (Figure 8(i)). In the last scenario, a human object was detected in both the Optical and
Fusion modes (Figures 8(j), 8(1)). However, the detection was missed in the Thermal mode (Figure 8(k)) due to the
sunny and hot weather and thus human object’s temperature signature being similar to the surrounding environment.
The results show the superior effectiveness in the detection using the proposed illumination-aware human detection
system with no negative detection observed.
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6. Concluding Remarks and Future Work

In this study, we have proposed a new illumination-aware all-around machine-learning-based human detection
system for providing cost-effective high-accuracy and real-time small human object detection in UAV-based use cases
in adverse environments. The proposed detection system features three-step customised low-distortion image fusion
scheme of optical and thermal imagery as well as a new CNN-based BlendNet algorithm for fast and accurate small
object detection by modifying the RBF and PAN architectures to increase the accuracy of small humans from distance.
The proposed solution is superior to the state-of-the-art machine learning based solutions in terms of accuracy and
speed trade-off for small humnan objects. BlendNet has achieved the mAP accuracy of 95.01% and 42.2 FPS. The
proposed system can be used in many areas of UAV-based applications including search and rescue operations,
surveillance such as intruder detection, emergency and vigilance (e.g., the Drone Angel), to name a few. In future
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work, the proposed solution will be embedded on more portable devices such as smartphones or tablets, and will be
tested in an adversarial scenario. Automatic selection of customised weights for image fusion based on metadata is
another future work.

Supplementary Material
Video of a missing people operation: http://beyond5ghub.uws.ac.uk/index.php/search-and-rescue/
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